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Resumen 

 El uso responsable de la Inteligencia Artificial Generativa (GenAI) en textos académicos plantea consideraciones éticas 

relacionadas con la integridad académica y la autoría, afecta la calidad y autenticidad de los textos académicos y presenta 

posibles beneficios y riesgos. Las mejores prácticas actuales implican establecer pautas claras y programas educativos 

para el uso responsable, así como incorporar GenAI en las tareas del aula para facilitar el aprendizaje de los estudiantes 

y prepararlos para el mercado laboral. El objetivo del estudio consistió en Realizar una revisión narrativa del uso ético 

y responsable; percepciones en educación; integridad académica; publicaciones académicas para el uso responsable de 

la GenAI en textos académicos. Como Metodología se realizará una búsqueda sistemática de la literatura en bases de 

datos de Scopus y Web Of Sciencie. Utilizando la siguiente cadena de búsqueda: “ethical and responsible use”; 

‘perceptions in education’; ‘academic integrity’; ‘academic publications’. Los resultados destacan que el de GenAI en 

la redacción académica enfrenta desafíos éticos y prácticos, con discrepancias en la necesidad de reportar su uso y 

dificultades |en la detección efectiva de textos generados por IA. La integración pedagógica debe ser cuidadosa y las 

herramientas de detección necesitan mejoras para abordar las tasas de plagio y asegurar la integridad académica. Se 

concluye que la educación y regulación deben adaptarse para mitigar estos problemas y mantener la credibilidad en las 

publicaciones académicas. 
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INTRODUCCIÓN 

A lo largo de la historia, la humanidad ha buscado herramientas que le proporcionen apoyo en su 

desarrollo y adaptación a entornos cambiantes. En este sentido la GenAI ha emergido como una de las 

innovaciones más influyentes en los últimos años, especialmente en el ámbito académico. La creciente 

integración de estas herramientas en la escritura y producción de textos científicos plantea interrogantes 

sobre su impacto en la calidad y autenticidad del conocimiento generado (Yusuf et al., 2024).  

La IA generativa, como ChatGPT, tiene capacidades avanzadas de procesamiento de texto y se puede 

utilizar para tareas como escribir, revisar y evaluar artículos académicos. Sin embargo, se han planteado 

inquietudes sobre la transparencia, la credibilidad y la propiedad del contenido, lo que hace necesario un 

debate sobre los posibles problemas y desafíos que podrían socavar el uso ético y responsable (Bakla, 2023; 

Reis et al., 2023). 

Abstract 

 
The responsible use of Generative Artificial Intelligence (GenAI) in academic texts raises ethical considerations related 

to academic integrity and authorship, affects the quality and authenticity of academic texts, and presents both potential 

benefits and risks. Current best practices involve establishing clear guidelines and educational programs for responsible 

use, as well as incorporating GenAI into classroom tasks to facilitate student learning and prepare them for the job 

market. The objective of this study was to conduct a narrative review of the ethical and responsible use of GenAI in 

academic texts, including perceptions in education, academic integrity, and academic publications. The methodology 

involved a systematic literature search in the Scopus and Web of Science databases using the following search terms: 

“ethical and responsible use”; “perceptions in education”; “academic integrity”; “academic publications”. The results 

highlight that the use of AI in academic writing faces ethical and practical challenges, with disagreements regarding the 

need to report its use and difficulties in effectively detecting AI-generated texts. Pedagogical integration must be 

carefully considered, and detection tools need improvement to address plagiarism rates and ensure academic integrity. 

It is concluded that education and regulation must be adapted to mitigate these problems and maintain the credibility of 

academic publications. 

 

Keywords: Ethics; ChatGPT; GenAI; Production; Texts 

Resumo 

O uso responsável da Inteligência Artificial Generativa (IAG) em textos acadêmicos levanta considerações éticas 

relacionadas à integridade acadêmica e à autoria, afeta a qualidade e a autenticidade dos textos acadêmicos e apresenta 

tanto benefícios quanto riscos potenciais. As melhores práticas atuais envolvem o estabelecimento de diretrizes claras e 

programas educacionais para o uso responsável, bem como a incorporação da IAG em atividades de sala de aula para 

facilitar o aprendizado dos alunos e prepará-los para o mercado de trabalho. O objetivo deste estudo foi realizar uma 

revisão narrativa sobre o uso ético e responsável da IAG em textos acadêmicos, incluindo percepções na educação, 

integridade acadêmica e publicações acadêmicas. A metodologia envolveu uma busca sistemática na literatura nas bases 

de dados Scopus e Web of Science, utilizando os seguintes termos de busca: “uso ético e responsável”; “percepções na 

educação”; “integridade acadêmica”; “publicações acadêmicas”. Os resultados destacam que o uso da IA na escrita 

acadêmica enfrenta desafios éticos e práticos, com divergências quanto à necessidade de relatar seu uso e dificuldades 

na detecção eficaz de textos gerados por IA. A integração pedagógica deve ser cuidadosamente considerada e as 

ferramentas de detecção precisam ser aprimoradas para lidar com as taxas de plágio e garantir a integridade acadêmica. 

Conclui-se que a educação e a regulamentação devem ser adaptadas para mitigar esses problemas e manter a 

credibilidade das publicações acadêmicas. 
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Asimismo, este tipo de IA, posee la capacidad de producir contenido que imita la escritura humana, 

lo que plantea importantes implicaciones éticas en el ámbito académico (Bakla, 2023). Entre las principales 

preocupaciones se encuentran la transparencia, la credibilidad del contenido, la propiedad del texto generado 

y la integridad de los autores, factores que deben ser considerados cuidadosamente al utilizar estas 

herramientas en la producción y publicación de textos académicos (Koplin, 2023). 

Para Milinković et al., (2024) estos lograron precisar que la IA generativa puede beneficiar a los 

estudiantes: En la escritura académica al brindarles apoyo en tareas como la generación automática de 

contenido, la corrección gramatical y ortográfica y la estructuración de argumentos. Sin embargo, surgen 

preocupaciones sobre la integridad y originalidad del trabajo, y los estudiantes deben tomar precauciones 

para garantizar la autenticidad de sus escritos cuando utilizan herramientas de IA generativa (pág. 13). 

Al igual que los seres vivos buscan refugio para protegerse de amenazas externas, la academia se 

enfrenta al desafío de regular el uso de GenAI para preservar la integridad intelectual y ética de sus 

publicaciones. Este artículo examina de manera narrativa las consideraciones éticas vinculadas a su uso, así 

como los beneficios y riesgos que presenta, proponiendo mejores prácticas y pautas para su implementación 

en contextos educativos. 

MÉTODO  

Se llevará a cabo una revisión narrativa basada en una búsqueda sistemática de la literatura en las 

bases de datos Scopus y Web of Science, con el propósito de recopilar estudios relacionados con el uso ético 

y responsable de la Inteligencia Artificial Generativa (GenAI) en el ámbito académico. La estrategia de 

búsqueda incluirá los términos clave “ethical and responsible use,” “perceptions in education,” “academic 

integrity” y “academic publications.” No se impondrán restricciones por fecha de publicación ni por tipo de 

diseño metodológico, con el fin de abarcar una amplia gama de perspectivas.  

Se incluirán estudios escritos en inglés, español y francés. Adicionalmente, se realizará una búsqueda 

manual en revistas especializadas en educación, ética académica y tecnología. La extracción de datos se 

llevará a cabo revisando los artículos seleccionados, y se evaluarán críticamente las fuentes para asegurar su 

relevancia y calidad. Los autores analizarán los estudios de forma colaborativa, buscando un consenso sobre 

las mejores prácticas y desafíos éticos en el uso de GenAI en textos académicos.  

En la figura 1, El diagrama PRISMA refleja un proceso detallado y riguroso de selección de estudios 

para una revisión sistemática, abarcando las fases de identificación, cribado, elegibilidad e inclusión. 

Inicialmente, se partió de 286 estudios incluidos en versiones anteriores de la revisión, además de 286 

registros identificados a partir de las bases de datos Scopus y Web of Science. 
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Figura 1. Diagrama PRISMA  

Durante la fase de identificación, se eliminaron 55 registros duplicados, 36 que no eran aptos para 

herramientas de automatización y 22 por otras razones, lo que resultó en un total de 114 registros revisados. 

Posteriormente, en la fase de cribado, se excluyeron 66 registros por no cumplir con los criterios de 

selección. Aunque no se menciona el número de informes solicitados para su recuperación, se evaluaron 48 

informes para determinar su admisibilidad, de los cuales 28 fueron excluidos por no cumplir con los criterios 

de elegibilidad. Finalmente, no se incluyeron nuevos estudios, pero se integraron 18 informes de estudios 

en el análisis final, lo que refleja un proceso exhaustivo de revisión y selección (Galletta et al., 2024). 
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RESULTADOS Y DISCUSIÓN 

Los resultados obtenidos a partir del análisis de la información recopilada se presentan de manera 

organizada en cuatro ejes temáticos que permiten comprender de forma integral las tendencias observadas. 

En primer lugar, se examina el uso ético y responsable, considerando las prácticas declaradas por los 

participantes y su alineación con principios de integridad y transparencia. En segundo lugar, se abordan las 

percepciones en educación, donde se exploran las valoraciones, expectativas y experiencias asociadas al uso 

de determinadas herramientas o enfoques dentro de entornos formativos. 

La tercera sección se centra en la integridad académica, analizando comportamientos, riesgos y 

niveles de adherencia a normas institucionales vinculadas a la honestidad académica. Finalmente, se 

presentan los hallazgos relacionados con las publicaciones académicas, donde se describen patrones de 

producción, criterios de calidad y aspectos vinculados a la difusión científica. Esta organización permite 

ofrecer una lectura sistemática y coherente de los resultados, facilitando la interpretación de los principales 

aportes del estudio. 
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Tabla 1. Revisión sistemática de la Inteligencia artificial generativa (GenAI) en textos académicos 

Autor Año Origen de la 

población 

Desenlace 

(Liu et al., 2024) 2024 EE.UU. Originality.ai detectó con precisión el 100 % de los textos generados por IA, mientras que ZeroGPT logró un 96 

% y 88 % en textos generados y reformulados respectivamente. Turnitin identificó solo el 30 % de los textos 

reformulados. Los revisores docentes fueron los más precisos, detectando el 96 % de los artículos reformulados, 

destacando la eficacia de los detectores de IA y la experiencia humana en la evaluación académica. 

(Chemaya y 

Martin, 2024) 

2014 EE.UU. La mayoría de los académicos no considera necesario reportar el uso de ChatGPT para corrección gramatical, 

aunque el software de detección a menudo marca estos textos como escritos por IA. Existen desacuerdos sobre la 

necesidad de reportar el uso sustancial de ChatGPT para reescritura, influenciados por percepciones éticas y el 

trasfondo en el idioma inglés. Las dificultades para establecer normas uniformes y aplicar herramientas de 

detección complican el reporte del uso de IA en la preparación de manuscritos. 

(Ely y Rad, 2024) 2024 EE.UU. La IA ofrece ventajas significativas como retroalimentación en tiempo real y asistencia en la generación de 

contenido, pero también presenta desafíos como información engañosa y falta de sutileza en el texto. El análisis 

comparativo entre ensayos escritos por estudiantes y generados por IA reveló diferencias en estilo, precisión y 

empatía. Se destacan preocupaciones éticas y la necesidad de una integración cuidadosa de la IA en la educación, 

con recomendaciones para mejorar las prácticas en el currículo de ingeniería. 

(Johnson et al., 

2024) 

2024 EE.UU. El estudio de caso muestra cómo una actividad de instrucción en bibliotecas, centrada en el uso de herramientas de 

IA generadoras de texto como ChatGPT, permitió a estudiantes y docentes comprender mejor las capacidades y 

limitaciones de estas tecnologías. Los comentarios de participantes destacan la efectividad del aprendizaje 

experiencial y sugieren que los bibliotecarios académicos pueden desarrollar actividades similares para mejorar la 

alfabetización en IA. 

(Perkins et al., 

2024) 

2024 EE.UU. El estudio revela que, aunque la herramienta de detección de IA de Turnitin identificó el 91% de las 

presentaciones experimentales como contenidas de IA, solo el 54,8% de este contenido fue correctamente 

reconocido como generado por IA. Los académicos reportaron solo el 54,5% de las presentaciones experimentales 

como mala conducta, destacando la necesidad de mejorar la interpretación de los resultados de detección de IA y 

ajustar las estrategias de evaluación para mantener la integridad académica. 

(Sethi et al., 2024) 2024 EE.UU. El capítulo analiza ChatGPT de OpenAI y su potencial para la preparación automatizada de ensayos y manuscritos 

académicos. Examina tanto los principios detrás de ChatGPT como los problemas éticos asociados con el uso de 

grandes modelos de lenguaje en el ámbito académico. También sitúa esta tecnología en el contexto de avances 

más amplios en IA, aprendizaje automático y procesamiento del lenguaje natural. 

(Zhou et al., 

2024) 

2024 China 
 

  

El estudio revela que la IA generativa (GenAI) tiende a otorgar puntuaciones más altas que los expertos humanos 

en la evaluación de artículos revisados por pares en biología celular, pero sus comentarios carecen de profundidad 

y análisis sustancial. Los resultados sugieren que GenAI aún no puede igualar la comprensión y el análisis d 
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Autor Año Origen de la 

población 

Desenlace 

etallado proporcionado por expertos humanos en la evaluación académica. 

(Kron et al., 

2024) 

2024 China ChatGPT, un software de IA para simular conversaciones, muestra potencial para generar borradores científicos 

rápidamente, pero plantea preocupaciones éticas y desafíos en su regulación. La dificultad para distinguir entre 

texto generado por chatbots y humanos resalta la necesidad de una lectura crítica exhaustiva. El artículo explora 

tanto los beneficios como las preocupaciones del uso de chatbots en la escritura científica. 

(Jiang et al., 

2024) 

2024 China El estudio comparó tres estrategias para mitigar el sesgo en detectores de textos generados por IA: equilibrar los 

datos de entrenamiento, eliminar características sensibles y ajustar umbrales. Utilizando un conjunto de datos de 

85,567 ensayos, se descubrió que estas estrategias pueden reducir el sesgo hacia hablantes nativos y no nativos de 

inglés sin afectar significativamente la precisión de la detección. 

(Hassanipour 

et al., 2024) 

2024 EE.UU. El estudio reveló que el texto parafraseado por ChatGPT presenta una tasa media de plagio del 45%, aunque se 

observa una reducción significativa en el plagio al parafrasear textos proporcionados y en intentos subsiguientes. 

Los textos de un solo párrafo mostraron tasas de plagio más bajas, destacando la necesidad de precaución al usar 

ChatGPT para evitar plagio elevado en investigaciones. 

(Saqib y Zia, 

2024) 

2024 EE.UU. Las herramientas de detección de IA identifican eficazmente contenido humano (1.71% de contenido IA) y 

muestran un rendimiento razonable en la detección de contenido generado por IA (76.85% de contenido IA). Sin 

embargo, tienen dificultades con el contenido parafraseado por IA (39.42% de contenido IA) y el generado con 

contexto preciso (60.1% de contenido IA). 

(Tarchi et al., 

2024) 

2024 EE.UU. El uso de ChatGPT en tareas de escritura basada en fuentes mostró una asociación negativa con la cantidad de 

información literal del texto fuente incluida por los estudiantes en sus productos escritos. Aunque ChatGPT puede 

ser útil en la síntesis de información, los datos indicaron que su uso se vio limitado por la falta de experiencia y 

preocupaciones éticas. 

(Sysoyev, 2024) 2024 EE.UU. El estudio revela que, a pesar de la alta conciencia de los estudiantes sobre tecnologías de IA, el plagio por IA es 

un fenómeno social generalizado en la comunidad estudiantil rusa, percibido como una norma académica. La 

escasa integración de herramientas de IA por parte de los docentes y la falta de comprensión sistemática sobre el 

uso "legal" de materiales generados por IA contribuyen al bajo nivel de plagio por IA en el entorno académico. La 

educación y regulación en torno al plagio por IA dependen tanto de las acciones de los docentes como del marco 

normativo universitario. 

(Pawlicka et al., 

2024) 

2024 EE.UU. Destacando su capacidad para generar texto similar al humano. A pesar de sus beneficios, ChatGPT plantea 

riesgos para la integridad y precisión del contenido científico. Los estudios muestran que los detectores de IA 

actuales tienen limitaciones para identificar eficazmente el uso de ChatGPT, planteando desafíos para garantizar la 

credibilidad de la redacción académica en la era de la IA. 

(Kong et al., 

2024) 

2024  El artículo propone un diseño pedagógico de seis fases para integrar herramientas de IA generativa en la escritura 

académica, enfocado en el aprendizaje autorregulado y el desarrollo del pensamiento crítico. El proceso incluye 
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Autor Año Origen de la 

población 

Desenlace 

planificación, generación y revisión de textos con IA, y fomenta la reflexión y corrección colaborativa. Este 

enfoque busca mitigar los riesgos de integridad académica asociados al uso de IA generativa y mejorar las 

prácticas educativas. 

(Berek, 2024) 2024 EE.UU. El artículo explora la creciente proliferación de aplicaciones de inteligencia artificial generativa y el desafío de 

mantener herramientas de detección efectivas en el ámbito académico. Utilizando datos de Scopus y Web of 

Science, se traza un mapa de la usabilidad de detectores de textos generados por IA en educación superior. Se 

destaca la necesidad de mejorar los detectores para abordar preocupaciones sobre el uso indebido y el plagio. 

(Zenni y Andrew, 

2023) 

2024 EE.UU. El artículo destaca el potencial de los generadores de texto de inteligencia artificial (GenAI) para mejorar la 

comunicación científica de investigadores no anglófonos, especialmente en el campo de la investigación 

ecológica. Estas herramientas pueden producir textos gramaticalmente correctos y coherentes, facilitando la 

difusión de resultados y la colaboración internacional. Sin embargo, se subraya la importancia de la revisión y 

edición humanas para asegurar precisión y claridad en la comunicación científica. 

(Odri y Yoonb, 

2023) 

2023 EE.UU.  El estudio revela que las modificaciones simples, como la eliminación de comas, la paráfrasis y la sustitución de 

letras, pueden reducir la capacidad de los detectores de IA para identificar textos generados por IA como tales, 

haciéndolos parecer escritos por humanos. A pesar de que la mayoría de los detectores inicialmente clasificaron el 

texto de IA como humano, estas técnicas de evasión pueden burlar incluso los sistemas más robustos. Esto plantea 

desafíos significativos para la detección de fraude en la escritura científica. 
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Uso Ético y Responsable:  

El uso de la GenAI en la redacción académica plantea preocupaciones éticas significativas. La 

mayoría de los académicos no considera necesario reportar el uso de herramientas como ChatGPT para 

corrección gramatical, pero sí hay desacuerdos sobre la necesidad de reportar el uso sustancial de estas 

herramientas para reescritura (Chemaya y Martin, 2024). Existen desafíos para establecer normas uniformes 

debido a la variabilidad en la aplicación de herramientas de detección y en la percepción ética del uso de IA 

(Ely y Rad, 2024). Las técnicas de modificación de textos generados por IA, como la eliminación de comas 

y la paráfrasis, pueden reducir la capacidad de los detectores para identificar textos como generados por IA, 

lo que plantea desafíos adicionales para la integridad académica (Odri y Yoonb, 2023). 

Percepciones en Educación 

La IA ofrece ventajas en la retroalimentación en tiempo real y asistencia en la generación de 

contenido, pero también presenta desafíos como la falta de sutileza y la generación de información engañosa 

(Ely y Rad, 2024). Actividades educativas centradas en la comprensión de estas herramientas pueden 

mejorar la alfabetización en IA de estudiantes y docentes (Johnson et al., 2024). La integración efectiva de 

herramientas de IA generativa en el currículo requiere un enfoque pedagógico que incluya planificación, 

generación y revisión de textos con IA, promoviendo la reflexión y corrección colaborativa (Kong et al., 

2024). La educación y regulación en torno al plagio por IA dependen tanto de los docentes como del marco 

normativo universitario (Sysoyev, 2024). 

Integridad Académica: 

Aunque las herramientas de detección como Turnitin identifican una alta proporción de textos 

generados por IA, la precisión varía significativamente, especialmente en textos reformulados (Liu et al., 

2024; Perkins et al., 2024). La capacidad de los detectores para identificar textos generados por IA es aún 

limitada y requiere mejora (Saqib y Zia, 2024; Pawlicka et al., 2024). El texto parafraseado por ChatGPT 

presenta tasas elevadas de plagio, destacando la necesidad de precaución y la implementación de estrategias 

para evitar el uso indebido (Hassanipour et al., 2024). 

Publicaciones Académicas: 

La proliferación de herramientas de IA generativa requiere una mejora en los detectores de textos 

generados por IA para abordar el uso indebido y el plagio (Berek, 2024). Los detectores actuales tienen 

limitaciones significativas para identificar texto generado por chatbots, lo que plantea desafíos para mantener 

la credibilidad académica (Zenni y Andrew, 2023). 

 

 

 
 

 

El uso responsable de la inteligencia artificial generativa (GENAI) en textos académicos, 2025: una 

revisión sistemática 

 

 

 
Tribunal. Revista en Ciencias de la Educación y Ciencias Jurídicas   
Volumen 6.  No. 14 / Enero – Marzo 2026 

54 



 

 
 

Cesar Alberto Valencia Guillen, Evelyn Crispina Acevedo Cruz, Fernando Lino Huaman Espinoza, 

Guillermo Romani Pillpe y Norma Huamán Canales 

 

 
Tribunal. Revista en Ciencias de la Educación y Ciencias Jurídicas   
Volumen 6.  No. 14 / Enero – Marzo 2026 

Discusión  

Los resultados del estudio muestran diferencias perceptibles entre estudiantes y docentes respecto al 

uso apropiado de la IA generativa en la escritura académica, lo cual coincide con los hallazgos de Barrett y 

Pack (2023), quienes identificaron un desacuerdo menor entre ambos grupos y resaltaron la necesidad de 

establecer pautas explícitas. Asimismo, estas percepciones divergentes se alinean con lo señalado por Duah 

y McGivern (2024), quienes destacan que las tensiones en torno al uso de GenAI están profundamente 

vinculadas a preocupaciones éticas e integridad académica. La respuesta institucional descrita por Kong et 

al. (2024), en la que las universidades implementan regulaciones urgentes, refleja lo evidenciado en los 

resultados: una necesidad creciente de políticas claras ante la incertidumbre generada por estas tecnologías. 

La importancia de la formación y de normas precisas coincide también con lo planteado por Méndez 

(2024), quien sostiene que educadores y estudiantes requieren orientación sistemática para un uso 

responsable de GenAI. Esta necesidad se refuerza con las propuestas pedagógicas mencionadas por Kong et 

al. (2024), orientadas a promover pensamiento crítico y autorregulación, lo que concuerda con la necesidad 

observada de integrar la IA generativa de manera ética en la educación superior. En relación con la integridad 

académica, los hallazgos corroboran lo planteado por Milinković et al. (2024) y Parnther (2020): la 

expansión del uso de IA exige compromisos colectivos, pautas equitativas y estrategias institucionales que 

preserven la honestidad académica. Además, las preocupaciones sobre plagio descritas por Ransome y 

Newton (2018) se reflejan en las inquietudes detectadas, mientras que las limitaciones de los sistemas 

actuales de detección coinciden con los aportes de Asamoah et al. (2024), quienes subrayan la necesidad de 

arquitecturas más precisas. 

En el ámbito de las publicaciones académicas, los resultados muestran una tensión entre 

oportunidades y riesgos, en consonancia con el debate ético expuesto por Koplin (2023). Si bien algunos 

académicos consideran el uso de IA generativa como una violación de normas, otros, tal como señala Koplin 

(2023), sostienen que estas herramientas pueden ser compatibles con la integridad de la investigación si se 

emplean rigurosamente. Los riesgos identificados en este estudio —como sesgos, errores de interpretación 

y problemas de autoría— también coinciden con las advertencias de da Trindade y de Oliveira (2024), así 

como con la preocupación por credibilidad planteada por Frank et al. (2024) y Yawson (2024). De manera 

complementaria, los beneficios potenciales de automatización y apoyo en la síntesis de información 

observados en los resultados se corresponden con lo propuesto por Vihari y Kaur (2024) y Reis et al. (2023). 

No obstante, la necesidad de integración cautelosa coincide con Bakla (2023), especialmente ante las 

limitaciones señaladas por Milinković et al. (2024) y los desafíos institucionales de transparencia, autoría e 

integridad. Finalmente, la evidencia reafirma la importancia de directrices claras y formación docente, tal 

como enfatizan Barrett y Pack (2023), para asegurar un uso ético, responsable y pedagógicamente 

significativo de la IA generativa en la educación superior. 
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CONCLUSIONES  

Existe una falta de consenso y normas claras sobre el uso y reporte de herramientas de IA generativa 

en la preparación de textos académicos. Esto subraya la necesidad de desarrollar y estandarizar directrices 

éticas y prácticas para el uso responsable de estas herramientas. 

La precisión de las herramientas de detección de IA debe mejorar para enfrentar la creciente 

complejidad de los textos generados por IA. Es crucial desarrollar métodos más robustos y estrategias de 

regulación para garantizar la integridad académica. 

La educación sobre el uso de IA generativa debe enfocarse en mejorar la alfabetización tecnológica 

de estudiantes y docentes. Actividades educativas y enfoques pedagógicos que incluyan la comprensión de 

las capacidades y limitaciones de estas tecnologías pueden ser efectivos. 

Aunque la IA generativa ofrece oportunidades para mejorar la comunicación científica y la redacción 

académica, también plantea riesgos significativos para la integridad y precisión del contenido. Es 

fundamental balancear los beneficios con un enfoque riguroso en la ética y la calidad de la investigación. 
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