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Resumen

Este articulo examina la relacion entre la ética y la inteligencia artificial (1A), evaluando los principios éticos que rigen
su avance y destacando los desafios y oportunidades que surgen de esta interseccién. Utilizando el método PRISMA
para una revision sistematica de la literatura, se analizaron estudios en la base de datos Scopus para identificar articulos
relevantes. Los hallazgos resaltan tanto los beneficios, como la mejora en diagnosticos médicos y optimizacion de
recursos, como los desafios éticos, incluyendo la privacidad de datos y la transparencia en la toma de decisiones. La
necesidad de perspectivas éticas diversas es fundamental para evitar una vision limitada y asegurar un desarrollo
inclusivo y equitativo de la IA. Finalmente, se concluye que abordar estos desafios requiere una colaboracién
interdisciplinaria y un marco regulatorio robusto que promueva la justicia y la equidad en el uso de tecnologias de IA.
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Abstract

This article examines the relationship between ethics and artificial intelligence (Al), evaluating the ethical principles
governing its advancement and highlighting the challenges and opportunities arising from this intersection. Using the
PRISMA method for a systematic literature review, studies in the Scopus database were analyzed to identify relevant
articles. Findings highlight both the benefits, such as improvements in medical diagnostics and resource optimization,
and the ethical challenges, including data privacy and decision-making transparency. The need for diverse ethical
perspectives is essential to avoid a limited view and ensure inclusive and equitable Al development. Finally, it is
concluded that addressing these challenges requires interdisciplinary collaboration and a robust regulatory framework
that promotes justice and fairness in the use of Al technologies.
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Resumo

Este artigo analisa a relacdo entre a ética e a inteligéncia artificial (1A), avaliando os principios éticos que regem o seu
avanco e destacando os desafios e oportunidades decorrentes desta intersec¢do. Utilizando o método PRISMA para uma
revisdo sistematica da literatura, foram analisados estudos na base de dados Scopus para identificar artigos relevantes.
Os resultados destacam tanto os beneficios, como a melhoria do diagnéstico médico e a otimizacdo dos recursos, como
os desafios éticos, incluindo a privacidade dos dados e a transparéncia na tomada de decisGes. A necessidade de
perspectivas éticas diversas é fundamental para evitar uma visao estreita e garantir um desenvolvimento inclusivo e
equitativo da IA. Por ultimo, conclui-se que a resposta a estes desafios exige uma colaboragdo interdisciplinar e um
quadro regulamentar sélido que promova a justica e a equidade na utilizagdo das tecnologias de I1A.

Palavras-chave: Inteligéncia artificial (1A); Etica; Etica da ciéncia; Desafios; Oportunidades

INTRODUCCION

La inteligencia artificial (I1A) se ha consolidado como una de las tecnologias con mayor impacto
social y cientifico en las ultimas décadas, extendiendo su influencia a multiples ambitos laborales,
académicos y productivos. Su incorporacion ha alcanzado incluso la escritura cientifica, lo que ha motivado
discusiones relevantes en torno a la transparencia en la autoria, la delimitacion del grado de participacion de
la IA y las consideraciones éticas asociadas a su uso responsable (Hryciw et al., 2023). En este contexto, la
IA no solo representa una herramienta técnica, sino también un fendmeno sociotécnico que plantea

interrogantes fundamentales sobre responsabilidad, control y valores humanos.

La integracion de chatbots y sistemas de inteligencia artificial en el sector de la salud, incluida la
psiquiatria, constituye una realidad cada vez mas consolidada. Herramientas como ChatGPT, entrenadas con
grandes volumenes de datos, muestran potencial para ofrecer diversos servicios en el ambito de la salud
mental, en consonancia con experiencias previas de otros chatbots especializados. No obstante, se enfatiza
que dichas tecnologias deben emplearse como complemento y no como sustituto del juicio clinico, la
valoracion profesional ni los tratamientos proporcionados por especialistas en psiquiatria (Wong, 2024).
Esta advertencia resulta especialmente relevante considerando la vulnerabilidad de ciertos grupos de

pacientes y las limitaciones inherentes a los sistemas automatizados.

Desde finales del siglo XX, la inteligencia artificial ha sido concebida simultaneamente como una
promesa de progreso y como una fuente de preocupacion. La expectativa de desarrollar entidades capaces
de simplificar actividades cotidianas y de influir en la toma de decisiones humanas genero tanto entusiasmo
como cautela (Mouta, Pinto-Llorente, et al., 2023). En la actualidad, la A se emplea de manera creciente en
contextos tan diversos como la conduccion auténoma, la asistencia sanitaria, los medios de comunicacion,
las finanzas, la robética industrial y los servicios digitales (Huang et al., 2023), consolidandose como una

tecnologia transversal con profundas implicaciones sociales.
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Si bien la IA puede constituir una herramienta altamente util, su implementacion exige un uso
responsable y ético. Los investigadores deben ser conscientes de sus limitaciones, comprender el
funcionamiento de los sistemas que utilizan y reflexionar criticamente sobre los resultados que producen
(Gonzalez et al., 2024). En este sentido, se subraya la responsabilidad colectiva de garantizar que la
inteligencia artificial se desarrolle como una herramienta orientada al bien comun, incorporando
mecanismos de supervision ética en su disefio, desarrollo e implementacion en las distintas industrias
(Savulescu et al., 2024).

Diversos autores han sefialado que la IA podria convertirse en la tecnologia mas disruptiva y
transformadora en el &mbito organizacional y empresarial durante la proxima década (Stoykova y Shakev,
2023). Paralelamente, las discusiones sobre sus ramificaciones sociales y éticas han generado controversias
entre académicos, responsables politicos y la ciudadania en general a nivel global (Mao y Shi-Kupfer, 2023).
La velocidad del avance tecnoldgico ha superado, en muchos casos, la capacidad de los marcos normativos

existentes, dificultando la regulacion efectiva de la IA y la garantia de su uso ético (Klarin et al., 2024).

El propdsito fundamental de la inteligencia artificial es desarrollar sistemas computacionales capaces
de ejecutar tareas que, cuando son realizadas por seres humanos, requieren inteligencia, razonamiento y
aprendizaje (Parga, 2023). Estos avances han generado oportunidades significativas en sectores como el
financiero, donde la 1A y el aprendizaje automatico contindan transformando los procesos bancarios y de
gestion del riesgo (Turksen et al., 2024). No obstante, para maximizar los beneficios sociales de la IA'y
mitigar sus efectos adversos, resulta imprescindible una comprension profunda de esta tecnologia y de sus
implicaciones para la conducta humana y la toma de decisiones (Bickley y Torgler, 2023).

En los &mbitos politico, econdmico e institucional, el uso de algoritmos de 1A ha permitido optimizar
recursos, reducir practicas como la corrupcién y el nepotismo, mejorar la gestion del talento y facilitar el
acceso a grandes volumenes de informacion (Gonzalez-Esteban y Garcia-Marza, 2023). Sin embargo, la
expansion de estas aplicaciones también ha reavivado debates sobre la ética de los agentes morales
artificiales, es decir, sistemas con capacidad para tomar decisiones con implicaciones éticas de manera
autonoma (Salloch, 2023), asi como sobre la necesidad de fundamentos teoéricos sélidos que orienten la

investigacion en ética de la IA (White et al., 2024).

La inteligencia artificial cuenta con una trayectoria historica que se remonta a mitos antiguos sobre
automatas con apariencia humana (Baumgartner et al., 2023) y encuentra uno de sus hitos fundamentales en
la propuesta de Alan Turing en 1950, quien introdujo el concepto de méaquinas capaces de imitar la
inteligencia humana (Guleria et al., 2023). A pesar de los avances logrados, la IA enfrenta desafios técnicos
significativos derivados de la complejidad del cerebro humano y de los procesos de pensamiento critico que

intenta emular (Moodley, 2023). Por ello, diversos autores proponen analizar la 1A en relacion con la
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inteligencia natural, entendida como la capacidad humana para identificar patrones y atribuir significado en

contextos especificos (Vidal-Alaball et al., 2024).

En el ambito educativo, los sistemas de IA han demostrado capacidad para personalizar el
aprendizaje mediante el andlisis de datos individuales de los estudiantes, optimizando itinerarios formativos
y facilitando el acceso a contenidos adaptados a sus necesidades y ritmos de aprendizaje (Mouta, Torrecilla-
Sanchez, et al., 2023). Asimismo, los chatbots educativos permiten un acceso flexible a la informacion,
asistencia personalizada y retroalimentacion inmediata, simulando interacciones humanas (lIsiaku et al.,
2024). No obstante, se ha advertido que estas herramientas pueden afectar el desarrollo del pensamiento

critico si no se integran de manera adecuada en los procesos formativos (Laker y Sena, 2023).

En el sector sanitario, la A ha demostrado un alto potencial para mejorar el diagnoéstico, la toma de
decisiones clinicas y la gestion de los sistemas de salud (Mamzer, 2019), incluyendo aplicaciones
prometedoras en la deteccion temprana de enfermedades como el Alzheimer (Ursin et al., 2021). Sin
embargo, su implementacion plantea importantes retos éticos relacionados con la precision de la
informacidn, la privacidad de los datos, la seguridad del paciente y la responsabilidad ante posibles errores
(Li et al., 2023; Weidener y Fischer, 2023). La participacion de profesionales de la salud, como los
radiologos, resulta esencial para garantizar una integracion efectiva y segura de estas tecnologias
(Aldhafeeri, 2024).

Desde una perspectiva ética, la IA aplicada a la salud mental ofrece beneficios relevantes, como
nuevas modalidades de tratamiento, mayor alcance a poblaciones vulnerables y optimizacion del tiempo
clinico, pero también presenta riesgos asociados a la autonomia del paciente, la equidad y la comprension
de los sistemas utilizados (Fiske et al., 2019; Dan, 2023). En consecuencia, se ha sefialado la urgencia de
establecer marcos de gobernanza ética robustos, especialmente frente al uso de tecnologias avanzadas como

los grandes modelos de lenguaje (Shaw et al., 2024).

En términos generales, la ética de la inteligencia artificial abarca el disefio, el uso y los efectos
sociales de los sistemas de 1A, asi como la asignacion de responsabilidades, la interaccion humano-méaquina
y la proteccion de la privacidad. A medida que la 1A se expande en la sociedad y en los negocios, emergen
tanto beneficios como dilemas éticos complejos (Giarmoleo et al., 2024), evidenciados en casos de grandes
corporaciones tecnoldgicas y en debates sobre discriminacion, pérdida de privacidad y amenazas a la
democracia (Sison et al., 2023; Biondi y Cernev, 2023).

En este contexto, se reconoce la necesidad de metodologias de investigacién rigurosas, incluyendo
revisiones sistematicas, que permitan evaluar de manera critica el impacto ético de la inteligencia artificial
y proponer estrategias para reducir los riesgos asociados a su uso (Stahl, 2023; Baumgartner et al., 2023).

Asimismo, resulta fundamental avanzar hacia una mayor transparencia y comprension de los procesos de

236

Tribunal. Revista en Ciencias de la Educacion y Ciencias Juridicas
Volumen 6. No. 14 / Enero — Marzo 2026




La ética en la evaluacién de sistemas de inteligencia artificial: desafios y oportunidades

toma de decisiones de los sistemas de IA, especialmente ante la creciente dificultad de interpretar algoritmos

complejos y autbnomos (Pansoni et al., 2023; Rezaev et al., 2024).

En consecuencia, el objetivo del presente estudio es analizar de manera sistematica los desafios y
oportunidades asociados a la implementacion ética de la inteligencia artificial, mediante la revision critica
de literatura cientifica relevante sobre sus aplicaciones en ambitos como la salud, la educacion, la psicologia,
la industria y el sector financiero, con el fin de identificar beneficios, limitaciones y problematicas éticas

que orienten un uso responsable, transparente y socialmente beneficioso de esta tecnologia.
METODOLOGIA

Se empled el método PRISMA en la metodologia, que es reconocido por sus directrices efectivas
para realizar revisiones sistematicas. Este método insiste en la utilizacion de un protocolo de revision bien
establecido que sirve como esqueleto para el estudio. El protocolo de revision se divide en cuatro fases
Unicas, que se representan en un diagrama de flujo PRISMA. Estas fases incluyen pasos vitales como la
identificacion, seleccion, elegibilidad e inclusién. En la fase de identificacién, se realiza una bdsqueda y
recopilacién sistematica de fuentes bibliogréficas pertinentes. La fase de seleccién implica la evaluacion y
filtrado de los articulos recogidos basdndose en criterios de inclusion y exclusién predefinidos. En la fase de
elegibilidad, los investigadores evallan la pertinencia de los estudios restantes mediante un examen riguroso
de su contenido y metodologia. Para la revision final se seleccionan los estudios relevantes. Este enfoque
detallado y sistematico asegura una revision de la literatura exhaustiva, confiable e imparcial, permitiendo

la formulacion de conclusiones precisas y la toma de decisiones basadas en informacién sélida.

Para identificar trabajos académicos relevantes sobre la ética aplicada en la inteligencia artificial se
llevd a cabo una exhaustiva busqueda de informacion sobre el tema, se utilizd6 multiples herramientas de

busqueda para citar los referentes datos de otros investigadores.

En relacion con el proceso de busqueda y andlisis de los articulos cientificos, se establecieron
criterios de seleccion claramente definidos para garantizar la pertinencia y calidad del material incluido en
el estudio. En primer lugar, se consideraron articulos cientificos directamente vinculados con la ética en la
evaluacion de sistemas de inteligencia artificial, con énfasis en sus desafios y oportunidades. Asimismo, se
priorizaron investigaciones redactadas en inglés y en espafiol, centradas en el contexto actual de la
inteligencia artificial. Adicionalmente, se incluyeron Unicamente articulos disponibles en la base de datos

Scopus y publicados en el periodo comprendido entre enero de 2019 y mayo de 2024.

Por otra parte, se aplicaron criterios de exclusion especificos, descartdndose composiciones
ensayisticas, ponencias presentadas en eventos académicos, secciones de obras literarias y cartas dirigidas a
editores. También se excluyeron investigaciones desarrolladas en contextos ajenos a la inteligencia artificial,
estudios sobre tecnologias no relacionadas con la IA o vinculadas Unicamente al consumo y entretenimiento,

trabajos que no fueran de acceso abierto y aquellos redactados en idiomas distintos del inglés o del espafiol.
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Para recuperar articulos cientificos relevantes para el estudio, se empled una estrategia de busqueda
enfocandose en la base de datos de Scopus, otras bases de datos como PubMed, Google Scholar y Web of
Science no fueron considerados. La informacion esté actualizada desde el 2019 hasta la actualidad, teniendo
una antigliedad méaxima de 5 afios. Para mejorar la efectividad en la basqueda de articulos, se utilizd
descripciones especificas en la base de datos como Scopus, utilizando el lenguaje inglés (palabras clave).
Ademas, utilizamos operadores booleanos como AND, OR y NOT, que ayudaron a unir y especificar las
palabras clave, mejorando asi la basqueda de articulos en las bases de datos. Mayormente se utilizd Scopus

en esta ocasion.

Se usaron descriptores y palabras clave para identificar los articulos relevantes en las bases de datos,
utilizando el idioma inglés y operadores booleanos como AND, OR y NOT. La ruta de busqueda en espafiol
fue definida como: (((“ética’) OR (“ética de la ciencia”)) AND (“inteligencia artificial”) AND (“desafios”)
AND (“oportunidades”)) NOT ((“obstaculo al desarrollo”) AND (“desventajas de la inteligencia
artificial”)). Asimismo. la ruta de busqueda en inglés fue definida como: (((“ethic””) OR (“ethics of science))
AND (“artificial intelligence”) AND (“challenges”) AND (“opportunities”)) NOT ((“obstacle to
development”) AND (“disadvantages of artificial intelligence”)). Posteriormente, se selecciond los articulos
relevantes para la investigacion, centrandose en el tema central y el contexto de los estudios realizados.
Utilizando la herramienta de gestion bibliografica MENDELY, se organizé la base de datos, se agilizo la
introduccién de citas y referencias bibliograficas de manera eficiente. EI proceso de blsqueda fue muy
riguroso, ya que algunos articulos no permitian acceder al documento original del autor. Por lo tanto, solo
se consideraron articulos de acceso abierto que estuvieran relacionados con los puntos del tema a tratar. Con
este enfoque sistematico, se logré asegurar la informacién relevante, lo que facilita el analisis y la evaluacion

de los articulos.

En la Tabla 1, se aprecia la cantidad de articulos cientificos de cada base de datos, obteniéndose en
Scopus 313; mientras que en PubMed, Google Scholar y Web of Science no se busco nada, entonces los 313

articulos buscados fueron sin clasificar, dentro de la busqueda preliminar.

Tabla 1. Basqueda preliminar

Base de datos Cantidad
Scopus 306
PubMed 0
Google Scholar 0
Web of Science 0
Total 306

Inmediatamente, se realizé una seleccion en la que se evaluaron los articulos aplicando criterios de

inclusion y exclusion. Se verifico que los articulos cumplieran con los requisitos para ser incluidos en el
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estudio, de acuerdo con nuestro tema de investigacion. De igual forma, en la etapa de inclusion, se realizo

una seleccion de los articulos cientificos pertinentes para la RSL.

Figura 1. Flujograma PRISMA

Identificacion de nuevos estudios via bases de datos y archivos.
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DESARROLLO Y DISCUSION

Luego de una busqueda preliminar, no hubo inconvenientes con articulos duplicados. 158 fueron
eliminados por no cumplir con los criterios establecidos. Por lo tanto, quedaron 148 articulos cientificos.
Luego se eliminaron 43 articulos mas, porque tenian poca informacion. Después, en el proceso de
recuperacion, no se pudo recuperar 47 articulos por no ser de acceso abierto, de este modo quedaron con 58
articulos cientificos. Después de una busqueda preliminar con sus abstracs e introducciones eliminamos 28
mas, ya que abarcaban otros temas que no eran de interes para el articulo. Finalmente quedaron 30 articulos

cientificos para su revision y ser colocados en el informe.
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Tabla 2. Articulos cientificos que estaran incluidos en la revision sistematica

N’ Autor, afio y pais Enfoque Diseiio Resultados
1 Hryciwetal., Cualitativo  Noindica La integracion de modelos de lenguaje e IA en la escritura cientifica ofrece oportunidades y
(2023) desafios. Este manuscrito propone principios y directrices para asegurar la integridad,
Canada transparencia y ¢ética, destacando la responsabilidad humana y la colaboracion con
desarrolladores de IA.
2 Mouta, Pinto- Cualitativo  Noindica  Estarevision explora las dimensiones éticas, aplicaciones y carencias de la literatura existente
Llorente, et al.,
(2023)
Espana
3 Mouta, Torrecilla- Cualitativo Noindica  Este estudio explora los desafios éticos y propone un kit de herramientas para una transicion
Sanchez, et al., ¢tica a la educacion basada en IA, usando escenarios futuros y el método Delphi.
(2023)
Reino Unido
4 Huangetal., Cuantitativo No indica  La inteligencia artificial ha transformado nuestras vidas, mejorando la eficiencia en diversos
(2023) campos, pero plantea preocupaciones éticas como privacidad, discriminacion y desempleo.
China Este articulo analiza estos riesgos y directrices para abordarlos.
5 Gonzilez et al., Cualitativo  Noindica El articulo analiza la relacion entre ética, inteligencia artificial y ciberseguridad, destacando
(2024) la importancia de la transparencia, responsabilidad y equidad, y aborda desafios como la
Meéxico privacidad del usuario y el acceso equitativo a la tecnologia.
6  Savulescu et al., Cualitativo Noindica  El articulo revisa problemas éticos principales en el uso de inteligencia artificial (IA) en
(2024) medicina, como confianza, responsabilidad, discriminacion, privacidad, autonomia, y
Reino Unido beneficios y riesgos. Es crucial asegurar supervision ética en su diseflo e implementacion
clinica.
7  Stoykovay Cuantitativo No indica  Destaca el enfoque en automatizacion de procesos, andlisis predictivo y procesamiento de
Shakev (2023) lenguaje natural, con preferencia por soluciones en la nube.
Reino Unido
8 Wong (2024) Cuantitativo No indica  Este articulo explora su potencial en psiquiatria, destacando oportunidades y preocupaciones
Malasia éticas y técnicas que requieren mas investigacion y atencion.
9 Klarin et al., Cualitativo Noindica Este estudio propone un marco conceptual que incluye profesionalismo y valores como la
(2024) solucion para asegurar la ética en el desarrollo y operacion de la TA.
Australia
10 Baumgartner et Cuant Noindica  Este articulo presenta los resultados de una conferencia internacional sobre "Medicina justa
al., (2023) y IA", enfatizando la necesidad urgente de investigar la interaccion humana-IA para ofrecer
Alemania itativo atencion médica segura, efectiva y equitativa.
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N° Autor, afio y pais Enfoque Diseiio Resultados
11 Mao y Shi-Kupfer Cuantitativo No indica  Discusiones sobre ética de IA en plataformas chinas revelan preocupaciones y
(2023) recomendaciones variadas, informando el desarrollo futuro de la IA en China y el didlogo
China global sobre gobernanza de IA.
12 Gallent-Torres et Cualitativo Noindica La inteligencia artificial generativa (GAI) transforma la educacion superior con
al., (2023) oportunidades y desafios éticos, académicos y de seguridad,requiriendo directrices claras y
Espana practicas pedagogicas innovadoras para su integracion responsable.
13 Turksen et al., Cuantitativo No indica  Este estudio identifica barreras y desafios en la implementacion de IA y ML en bancos,
(2024) destacando la complejidad regulatoria y los aspectos econdmicos involucrados.
Reino Unido
14 Salloch (2023) Cualitativo Noindica La inteligencia artificial convencional evalia las habilidades y restricciones de los "agentes
Alemania morales artificiales", sistemas capaces de tomar decisiones €ticas de forma autdbnoma.
15 Stahl (2023) Cualitativo No El articulo propone la meta-responsabilidad para sistemas de inteligencia artificial, como una
Reino Unido indica extension del discurso ético actual.
16 Lietal., (2023) Cualitativo No El estudio explora el impacto del avance de la inteligencia artificial en la medicina tradicional
China indica china, subrayando la complementariedad de Al y la experiencia humana en la préctica de
TCM.
17 Mamzer (2019) Cualitativo No Las herramientas de IA pueden mejorar la eficiencia diagndstica y la gestion de la salud,
Francia indica sujetas a condiciones éticas y regulatorias adecuadas.
18 Guleriaetal., Cuantitativo No La inteligencia artificial, especialmente ChatGPT, ha planteado oportunidades y desafios
(2023) indica ¢ticos en la escritura cientifica. Es fundamental desarrollar politicas y guias para su uso ético
India y proteccion de la privacidad en investigacion académica.
19 Dan (2023) Cuantitativo No No respetar la autonomia del paciente implica interferir con su capacidad de decidir y actuar
Bélgica indica libremente. Los profesionales médicos tienen deberes negativos y positivos al respecto.
20 Lakery Sena Cualitativo No Este estudio buscd comprender como ChatGPT puede ayudar a los estudiantes en cursos de
(2023) indica analisis de negocios, las implicaciones en la integridad académica y ética, y su impacto
Filipinas potencial en la analitica de negocios.
21 Kiister y Schultz Cuantitativo No La inteligencia artificial (IA) es cada vez mdas importante en la salud, pero plantea serias
(2023) indica preocupaciones y oportunidades que deben ser consideradas en un enfoque ético a largo plazo.
Alemania
22 Aldhafeeri (2024) Cualitativo No El estudio reveld una compleja perspectiva ética en la integracion de la inteligencia artificial
Arabia indica en radiografia, enfatizando la necesidad de marcos €ticos y educacion para profesionales.
Saudita
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N° Autor, afio y pais Enfoque Diseiio Resultados
23 Bickley y Torgler Cualitativo Noindica La transparencia y explicabilidad son cruciales para la ética de la inteligencia artificial,
(2023) promoviendo su comprension y responsabilidad en decisiones criticas.
Australia
24 Weidener y Cualitativo Noindica  Se recomienda integrar el tema de la inteligencia artificial en la medicina en los curriculos
Fischer (2023) médicos para desarrollar conocimiento, comprension y habilidades practicas necesarias para
Austria su uso clinico.
25 Moodley (2023) Cualitativo  Noindica La relacion médico-paciente enfrenta desafios éticos y legales por el uso de big data y la
Sudéfrica inteligencia artificial en salud, requiriendo directrices globales y legislacion adecuada.
26 Parga (2023) Cuantitativo No indica  El desarrollo de la inteligencia artificial plantea problemas éticos y técnicos; debe servir al
Espafia ser humano para evitar convertirse en un recurso ingobernable.
27 Hermann (2022) Cuantitativo No indica La inteligencia artificial (IA) estd transformando estrategias, actividades e interacciones en
Alemania marketing, aunque presenta controversias €ticas que requieren un enfoque equilibrado y
deontologico para promover el bienestar social y ambiental.
28 Isiaku et al., Cuantitativo No indica  Este estudio investiga el impacto potencial del ChatGPT en la educacién superior, destacando
(2024) ventajas, desafios y consideraciones éticas para una integracion responsable y productiva.
Nigeria
29 Gonzalez- Cuantitativo No indica Los algoritmos de IA estdn transformando instituciones, organizaciones y empresas al
Esteban y Garcia- optimizar recursos, reducir la corrupcion, mejorar la atraccion de talento y facilitar el acceso
Marzé (2023) a grandes cantidades de informacion.
Espana
30 Vidal-Alaball et Cuantitativo Noindica La inteligencia artificial en atencidon primaria mejora precision diagnodstica, manejo de

al., (2024)
Espana

enfermedades cronicas y eficiencia, pero no reemplaza la habilidad clinica ni la empatia del
profesional de salud.

242

Tribunal. Revista en Ciencias de la Educacién y Ciencias Juridicas
Volumen 6. No. 14 / Enero — Marzo 2026



La ética en la evaluacién de sistemas de inteligencia artificial: desafios y oportunidades

En cuanto al origen de los articulos cientificos seleccionados, 5 articulos fueron de Espafia, 5
articulos de Reino Unido, 4 articulos de Alemania, 3 articulos de China, 2 articulos de Australia y 1 fue
publicado en Canada, México, Malasia, Francia, India, Bélgica, Filipinas, Arabia Saudita, Austria, Sudafrica
y Nigeria. Para el caso del periodo de publicacidon, 20 articulos fueron publicados el afio 2023, 8 articulos el
2024, 1 articulo el 2022 y 1 articulo el 2019, siendo en total 30 articulos durante el periodo 2019-2024.

Respecto a la base de datos, Scopus es la que presenta en su totalidad los 30 articulos publicados.
Discusion
Es importante destacar que, varios trabajos destacan que la IA emergente, como ChatGPT, esta
transformando la investigacion cientifica mediante la automatizacion de tareas complejas y repetitivas. Este
planteamiento coincide con lo sefialado por Miao et al. (2024), quienes documentan que, en el &mbito de la

nefrologia académica, la 1A ha permitido automatizar el analisis de grandes volimenes de datos, reduciendo

de forma sustancial el tiempo y el esfuerzo requeridos para la realizacion de estudios precisos y detallados.

De manera concordante con los resultados de esta revision, se identifica que uno de los principales
aportes de la 1A en la evaluacion de sistemas radica en el fortalecimiento de la integridad y la transparencia
del proceso editorial. En este sentido, Guleria et al. (2023) sostienen que las herramientas avanzadas de 1A
facilitan la deteccion de plagio, optimizan la revisién de manuscritos y posibilitan analisis mas profundos
de los datos presentados, lo cual coincide plenamente con lo expuesto en el presente estudio sobre el
potencial de la IA para mejorar los estandares de calidad cientifica.

Asimismo, los hallazgos analizados concuerdan con lo planteado por Armitage (2024), quien sefiala
que, en el ambito de la salud digital, la inteligencia artificial esta revolucionando la recopilacion, el
procesamiento y la presentacion de datos médicos, transformando grandes volimenes de informacién en
conocimiento clinicamente relevante y contribuyendo a la mejora de los resultados en salud. Esta evidencia
respalda la idea de que la evaluacion ética de los sistemas de IA resulta indispensable en contextos donde

las decisiones tienen un impacto directo sobre la vida humana.

En relacion con los sistemas urbanos inteligentes, los resultados coinciden con lo expuesto por
Sawhney (2023), quien destaca que las regulaciones propuestas por la Comision Europea buscan establecer
marcos normativos para la evaluacion y el cumplimiento de sistemas de 1A urbana, con el objetivo de
equilibrar derechos, riesgos y responsabilidades. De forma complementaria, Rodriguez (2022) subraya que
el desarrollo de una inteligencia artificial sostenible debe sustentarse en principios éticos soélidos,
promoviendo enfoques que prioricen la ecologia y el cuidado social por encima del solucionismo

tecnoldgico, lo cual es coherente con el enfoque ético defendido en esta revision.

Por otra parte, los resultados del estudio se alinean con las preocupaciones expresadas por Pansoni
et al. (2023), quienes advierten que, aunque actualmente los programadores pueden comprender el
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comportamiento de los sistemas de IA, el incremento de su complejidad podria dificultar en el futuro la
comprension plena de la légica detras de ciertas decisiones automatizadas. En consonancia con esta postura,
Rezaev et al. (2024) enfatizan la necesidad de disefiar sistemas de 1A més transparentes y responsables,
destacando que un entendimiento profundo de los procesos de aprendizaje y toma de decisiones es esencial
para el avance ético y técnico del campo. Del mismo modo, Lareyre et al. (2023) y Kister y Schultz (2023)
coinciden en sefialar la urgencia de establecer una gobernanza ética de la 1A en los ambitos de la salud y la

salud publica, considerando la amplitud de sus aplicaciones y los riesgos asociados.

Los planteamientos de Giarmoleo et al. (2024), centrados en los dilemas éticos y beneficios que
emergen con la expansion de la IA en la sociedad y los negocios, coinciden con los resultados de esta revision
al abordar cuestiones relacionadas con el disefio, el uso y los efectos sociales de los sistemas de 1A. Estos
hallazgos son consistentes con lo sefialado por White et al. (2024) y Biondi y Cernev (2023), quienes
destacan la carencia de fundamentos éticos tedricos claramente definidos en la literatura actual y la necesidad
de incorporar perspectivas ético-tedricas no occidentales. De igual manera, estas conclusiones se alinean
con lo propuesto por Kusters et al. (2020), quienes subrayan la importancia de desarrollar marcos éticos

robustos para maximizar los beneficios de la IA y mitigar sus riesgos.

Adicionalmente, Wong (2024) coincide con los resultados de esta revision al enfatizar que la
educacion continua de los profesionales constituye un elemento clave para reducir los riesgos asociados a la
implementacién de la IA en distintos sectores, preparando tanto a usuarios como a desarrolladores para
afrontar los desafios éticos y técnicos emergentes. Estos planteamientos convergen con lo expuesto por
Mouta, Torrecilla-Sanchez, et al. (2023), quienes destacan las ventajas de la 1A en la mejora de la eficiencia
operativa, la innovacion industrial, la optimizacion de la toma de decisiones estratégicas y la personalizacién

de servicios y productos.

En el ambito industrial y empresarial, los resultados del presente estudio coinciden con los hallazgos
de Gonzalez et al. (2024), quienes demostraron, mediante un analisis cuantitativo, que las estrategias basadas
en IA impactan de manera directa en la optimizacion de procesos productivos, impulsando mejoras en la
productividad y la calidad mediante el uso de analisis predictivo y optimizacion continua. Estos resultados
se alinean con lo expuesto por Baumgartner et al. (2023), quienes sostienen que la IA tiene el potencial de
transformar la atencion al cliente mediante respuestas rapidas y personalizadas, incrementando la

satisfaccion y la fidelizacion.

De forma consistente, Singh et al. (2024) evidencian que la IA es fundamental para la deteccion
temprana de fallos y la mejora de la mantenibilidad en sistemas industriales complejos, reduciendo costos
operativos y tiempos de inactividad, lo cual coincide con los beneficios identificados en esta revision.
Asimismo, Sison et al. (2023) sefialan que la aplicacion de la 1A en la logistica y la cadena de suministro ha

permitido optimizar rutas y reducir costos de transporte, contribuyendo a la eficiencia y sostenibilidad

244

Tribunal. Revista en Ciencias de la Educacion y Ciencias Juridicas
Volumen 6. No. 14 / Enero — Marzo 2026




La ética en la evaluacién de sistemas de inteligencia artificial: desafios y oportunidades

empresarial. En el ambito medico, los resultados concuerdan con Chen et al. (2023), quienes destacan que
la IA no solo mejora la precision diagnostica, sino que también impulsa avances en la investigacion

biomédica y la medicina personalizada mediante el analisis de grandes volumenes de datos genéticos.

No obstante, los autores coinciden en reconocer importantes limitaciones en la evidencia disponible.
Tal como se refleja en los resultados de esta revision, existe una escasez de estudios centrados
especificamente en la evaluacion ética de sistemas de inteligencia artificial, asi como una variabilidad
conceptual significativa en términos clave como “ética” y “responsabilidad”, lo que dificulta la comparacion
sistematica de los hallazgos. Ademas, se identifican posibles sesgos en la seleccion de estudios, derivados
de restricciones en el acceso a la literatura y de la concentracion de investigaciones en determinados idiomas

y regiones geograficas.

En conjunto, los resultados de esta revision sistematica presentan implicaciones relevantes para la
practica en ambitos como la medicina, la industria y el desarrollo de innovaciones tecnolégicas, coincidiendo
ampliamente con la literatura analizada. Se destaca el potencial transformador de la inteligencia artificial
para mejorar la eficiencia operativa y fomentar la innovacién, al tiempo que se subraya la necesidad de
integrar consideraciones éticas profundas que garanticen un uso responsable, transparente y equitativo.
Asimismo, se refuerza la importancia de una gobernanza ética colaborativa que involucre a legisladores,
desarrolladores, profesionales de la tecnologia y expertos en ética, asi como la necesidad de futuras
investigaciones orientadas a la evaluacion continua de los impactos éticos y sociales y al desarrollo de
marcos regulatorios que promuevan la responsabilidad y la transparencia en el uso de la inteligencia
artificial.

CONCLUSIONES

La inteligencia artificial (IA) ha demostrado ser una herramienta transformadora en diversas areas,
desde la prediccién y el diagnéstico de enfermedades hasta la mejora de la eficiencia en la atencién médica
y la educacion. Este estudio ha analizado una amplia gama de investigaciones que destacan tanto los

beneficios potenciales como las limitaciones y desafios éticos asociados con el uso de la 1A.

En términos de beneficios, la 1A ha mostrado un gran potencial en la prediccion temprana de
enfermedades como el Alzheimer, lo que permite intervenciones preventivas mas efectivas. Ademas, las
herramientas de 1A estan mejorando la precision diagnostica y la gestion de enfermedades cronicas, aunque
no pueden reemplazar completamente las habilidades clinicas y la empatia de los profesionales de la salud.
En el ambito educativo, la IA esta facilitando el aprendizaje mediante la generacion de soluciones paso a
paso y promoviendo el desarrollo de habilidades criticas. En el sector industrial, la 1A estd optimizando
recursos y fomentando la innovacion, lo que resulta en una mayor eficiencia operativa y nuevas

oportunidades.
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Sin embargo, el uso de la IA también presenta importantes desafios éticos y limitaciones. La
privacidad y la seguridad de los datos son preocupaciones criticas, especialmente en el contexto de la salud
digital, donde se recopila y procesa una gran cantidad de informacién personal. Ademas, la integracién de
la IA en la toma de decisiones plantea cuestiones sobre la responsabilidad y la transparencia, ya que la
comprension completa de las decisiones tomadas por los algoritmos de IA puede ser limitada. La revision
sistematica tambiéen sefiala la falta de acceso a algunos articulos y la necesidad de una mayor inclusion de

perspectivas éticas no occidentales para evitar una vision dominada por los puntos de vista occidentales.

En conclusion, mientras la 1A ofrece numerosos beneficios potenciales en varios campos, su
implementacidn debe gestionarse cuidadosamente para abordar las preocupaciones éticas y garantizar que
los avances tecnologicos se utilicen de manera responsable y transparente. La integracion de marcos éticos
robustos y la educacién continua para los profesionales son esenciales para maximizar los beneficios de la

IA y mitigar sus riesgos.
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